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In this article I will describe three clustering algo-
rithms – K-Means, Canopy clustering and MinHash 
clustering implemented by both sequential approach 

and MapReduce approach.
MapReduce paradigm has recently gained popular-

ity due to the ability to solve many of the problems 
associated with rising data volume by modeling al-
gorithms using MapReduce paradigm. These algo-
rithms essentially work with data in a partitioned (in-
to shards) form and have to consider the distributed 
nature of partitioned data and model the algorithm 
accordingly. Also, implementations such as Apache 
Hadoop, Phoenix and others have paved way for al-
gorithm writers to model their approach in MapReduce 
fashion without worrying about the underlying architec-
ture of the system. One such field of algorithms is the 
field of Machine Learning, which has worked tremen-
dously towards implementing algorithms in MapRe-
duce paradigm which work on a MapReduce system. 
Open source implementations such as Apache Ma-
hout (http://mahout.apache.org) is being developed by 
team of active contributors and used in various orga-
nizations (https://cwiki.apache.org/confluence/display/
MAHOUT/Powered+By+Mahout). This article intro-
duces MapReduce in a nutshell, but assumes familiar-
ity of programming paradigms.

MapReduce 101
Google introduced and patented MapReduce – A pro-
gramming paradigm of processing data with partitioning, 
and aggregation of intermediate results. An overloaded 
term in Google’s context – its also a software framework 
to support distributed computing on large data sets on 
clusters of computers, implemented in C++ to run Jobs 
written with MapReduce paradigm. The name “MapRe-

duce” and the inspiration came from map and reduce 
functions in functional programming world.

PDS�IXQFWLRQ

In functional programming, PDS�� function applies a 
function on input data. In MapReduce paradigm, PDS�� 
function applies the function on an individual chunks 
(shard) of partitioned data. This partitioning is done by 
WKH�XQGHUO\LQJ�¿OH�V\VWHP��*RRJOH�¿OH�V\VWHP��+')6���
The size of the partition is a tunable parameter.

Let us take an example of a function, f, which converts 
input rectangle into a sphere. Now the PDS�� function in 
the MapReduce paradigm get the following parameters 
– map(f, input). 

f – A processing function. In out case, its 
input – Input is split into many shards, based on the 

input split size (Figure 1).

Data Clustering 
using MapReduce: A Look at Various Clustering 
Algorithms Implemented with MapReduce Paradigm
Data Clustering has always been one of the most sought after 
problems to solve in Machine Learning due to its high applicability 
in industrial settings and the active community of researchers and 
developers applying clustering techniques in various fields, such as 
Recommendation Systems, Image Processing, Gene sequence analysis, 
Text analytics, etc., and in competitions such as Netflix Prize and Kaggle.

Figure 1. Map(f, input) applied to input

http://mahout.apache.org
https://cwiki.apache.org/confluence/display/MAHOUT/Powered+By+Mahout
https://cwiki.apache.org/confluence/display/MAHOUT/Powered+By+Mahout
http://www.netflixprize.com
http://www.kaggle.com
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The programming paradigm for Hadoop MapReduce 
requires map function to take inputs as key-value pairs 
in the form of records. The PDS���takes in input key and 
input values to produce intermediate value lists of the 
processed keys.

PDS��LQSXWBNH\��LQSXWBYDOXH���!��RXWSXWBNH\�
�LQWHUPHGLDWHBYDOXHBOLVW�

PDS�� functions run in parallel, creating different inter-
mediate values from different input data sets.

UHGXFH�IXQFWLRQ

After the map phase is over, all the intermediate val-
ues for a given output key are combined together in-
to a list. UHGXFH�� combines those intermediate values 
LQWR�RQH�RU�PRUH�¿QDO�YDOXHV�IRU�WKH�VDPH�RXWSXW�NH\��
UHGXFH�� functions also run in parallel, each working 
on a different output key. It is important to note that 

reduce method cannot start until and unless the map 
SKDVH�LV�FRPSOHWHO\�¿QLVKHG��)LJXUH����

As seen above, the reducer function takes a list of 
values associated with a key as an input, and performs 
processing over the list. In the above representation, 
we have only one reducer task, but it depends on the 
configuration settings of the system. In our example, the 
reducer function�U�� takes the intermediate map output 
and produces the final output. For our example, reducer 
function U�� looks like: Figure 3.

Machine Learning 101
Machine Learning is a branch of Artificial Intelligence 
which deals with building of systems that ‘learn’ from 
data without the need of explicit programming for all the 
use-cases. Its a study of ways using which a computing 
system can ‘learn’ – understand the input, make predic-
tions based on the input, and learn from the feedback. 
The applications of machine learning have been seen in 
many varied fields, e.g. e-mail analytics, Genome proj-
ect, image processing, supply chain optimization, and 
many more. These applications are also motivated by 
the simplicity of some of the algorithms and their efficien-
cy, which is useful in real-world applications. Its differ-
entiates itself from the field of Data Mining by focussing 
only on the known properties learned from the data. Data 
Mining techniques may inherently use machine learning 
techniques to mining for the unknown properties. 

Machine Learning algorithm can be classified into the 
following subcategories (source: Wikipedia; see Figure 4).

Supervised learning – Generates a model which 
takes the input and produces the desired output. It gets 
trained on a training set to understand the input and 
later works on the incoming data to provide the output.

Unsupervised learning – It models the input into a set 
of representations produced after the algorithm. It does 
not follow the train-test model as used in supervised 
learning methods, but works on finding a representation 
of the input data. Clustering is one of the prominent ap-
proaches in this space.

Semi-supervised learning – Combines supervised 
and unsupervised learning approaches to generate ap-

Figure 2. Reduce(r, intermediate_value_list) applied to 
intermediate_value_list to get the !nal output of the mapreduce 
phase 

Figure 3. Reducer function r()

Figure 4. Machine Learning Taxonomy (Source: Wikipedia)
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proximate classifiers. Predicting outputs from fixed set 
of inputs (train) and applying the learnings to improve 
the test set of input.

Reinforcement learning – Learns from the feedback to 
the output. It improves as the interactions with the sys-
tem increase. One of the most important approaches 
is to use the Artificial Neural Networks, which feedback 
the response, with each interaction with the system.

Learning to learn – It uses experience as a part of 
learning. The experience factor comes while learning a 
problem together with other similar problems simulta-
neously. It allows to share the experience from various 
problems and build a better model, applied to the all the 
problems used for learning simultaneously.

Example of Supervised Learning
Google Prediction API (https://developers.google.com/
prediction/) takes a training set as an input (Listing 1).

After getting trained, it predicts the language of the in-
put by making a model based on the training input. 

Unsupervised Learning
As stated above, unsupervised learning refers to the 
problem of finding hidden structure or representation in 
unlabeled data. Simply stated – finding a way to store 
similar data points into a data structure (e.g. cluster 
them together). Since the examples given to the learner 
are unlabeled, there is no error or reward signal to eval-
uate a potential solution. This distinguishes unsuper-
vised learning from supervised learning and reinforce-
ment learning.

Clustering
Cluster analysis refers to the process of grouping simi-
lar objects without labels. Similarity is directed by the 

business needs or by the requirements of the clustering 
algorithm. Its eventual goal is to group the similar ob-
jects into same cluster and distinct objects into distinct 
groups. The distinction is directed similarity measure. It 
is mainly used in explorative mining, and in statistical 
analysis techniques such as pattern recognition, infor-
mation retrieval, etc.

Purposes of using data clustering [1]:

��� 8QGHUO\LQJ�6WUXFWXUH��WR�JDLQ�LQVLJKW�LQWR�GDWD��JHQ-
erate hypotheses, detect anomalies, and identify 
salient features.

��� 1DWXUDO�&ODVVL¿FDWLRQ��WR�LGHQWLI\�WKH�GHJUHH�RI�VLPL-
larity among forms or organisms (phylogenetic rela-
tionship).

��� &RPSUHVVLRQ��DV�D�PHWKRG�IRU�RUJDQL]LQJ� WKH�GDWD�
and summarizing it through cluster prototypes.

We’ll look into three ways to cluster data points: K-
Means, Canopy Clustering, and MinHash Clustering, 
and look into the approaches to implement these algo-
rithms: Sequential and MapReduce paradigm. These 
three algorithms have proved to be useful in various 
applications such as recommendation engines [2], im-
age processing, and the use as a pre-clustering algo-
rithm [3].

K-Means Clustering
K-Means clustering is a method of cluster analysis 
which aims to form k groups from the n data points tak-
en as an input. This partitioning happens due to the da-
ta point associating itself with the nearest mean.

Classical Approach
The main steps of k-means algorithm are as follows:

Listing 1. Input !le to the model with two !elds – <Language, Sample Phrase in Language> 
(Source: Excerpts from !le available at https://developers.google.com/prediction/docs/language_id.txt)

�)UHQFK�����&HWWH�PHQDFH�DFKHYD�G
LQWLPLGHU�O
K{WH��$SUHV�OH�URL�HW�0��OH�FDUGLQDO��0��GH�7UpYLOOH�pWDLW�O
KRPPH�
GRQW�OH�QRP�SHXW�HWUH�pWDLW�OH�SOXV�VRXYHQW�UpSpWp�SDU�OHV�PLOLWDLUHV�HW�PHPH�SDU�OHV�
ERXUJHRLV��,O�\�DYDLW�ELHQ�OH�SHUH�-RVHSK��F
HVW�YUDL��PDLV�VRQ�QRP�D�OXL�Q
pWDLW�MDPDLV�
SURQRQFp�TXH�WRXW�EDV��WDQW�pWDLW�JUDQGH�OD�WHUUHXU�TX
LQVSLUDLW�O
ePLQHQFH�JULVH��FRPPH�RQ�
DSSHODLW�OH�IDPLOLHU�GX�FDUGLQDO��

�6SDQLVK����6RQHWR�
�)UHQFK���©9R\RQV��O
K{WH��GLW�LO��HVW�FH�TXH�YRXV�QH�PH�GpEDUUDVVHUH]�SDV�GH�FH�IUpQpWLTXH"�(Q�FRQVFLHQFH��

MH�QH�SXLV�OH�WXHU��HW�FHSHQGDQW��DMRXWD�W�LO�DYHF�XQH�H[SUHVVLRQ�IURLGHPHQW�PHQDoDQWH��
FHSHQGDQW�LO�PH�JHQH��2X�HVW�LO"�

�(QJOLVK���7KLV�ZDV�QRW�DQ�HQFRXUDJLQJ�RSHQLQJ�IRU�D�FRQYHUVDWLRQ��$OLFH�UHSOLHG��UDWKHU�VK\O\��
,��,�KDUGO\�
NQRZ��VLU��MXVW�DW�SUHVHQW��DW�OHDVW�,�NQRZ�ZKR�,�:$6�ZKHQ�,�JRW�XS�WKLV�PRUQLQJ��EXW�,�
WKLQN�,�PXVW�KDYH�EHHQ�FKDQJHG�VHYHUDO�WLPHV�VLQFH�WKHQ�
�

�(QJOLVK���$QG�VKH�ZHQW�RQ�SODQQLQJ�WR�KHUVHOI�KRZ�VKH�ZRXOG�PDQDJH�LW��
7KH\�PXVW�JR�E\�WKH�FDUULHU�
�VKH�
WKRXJKW��
DQG�KRZ�IXQQ\�LW
OO�VHHP��VHQGLQJ�SUHVHQWV�WR�RQH
V�RZQ�IHHW��$QG�KRZ�RGG�WKH�
GLUHFWLRQV�ZLOO�ORRN��

https://developers.google.com/prediction/
https://developers.google.com/prediction/
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��� 5DQGRPO\� VHOHFW� N� GDWD� SRLQWV� WR� UHSUHVHQW� WKH�
seed centroids.

��� 5HSHDW�VWHSV���DQG���XQWLO�FOXVWHU�PHPEHUVKLS�VWD-
ELOL]HV� ±� HLWKHU� QXPEHU� RI� LWHUDWLRQV� VSHFL¿HG� E\�
the user, or the dimensions of centroid does not 
change.

��� *HQHUDWH� D� QHZ� SDUWLWLRQ� E\� DVVLJQLQJ� HDFK� GDWD�
point to its closest cluster center – assignment hap-
pens based on the closest mean.

��� &RPSXWH� QHZ� FOXVWHU� FHQWHUV� ±� FDOFXODWLQJ� QHZ�
centroids using the mean formulae for multidimen-
sional data-points (Figure 5).

Theoretically, Let X = {xi}, i = 1,...,n be the set of n di-
mensional points to be clustered into a set of K clus-
WHUV��&� ^FN��N ��«�.`��.�PHDQV�DOJRULWKP�¿QGV�D�SDU-
tition such that the sum of squared error (distances) 
between the empirical mean of a cluster and the points 
in the cluster is minimized. Let µk be the mean of clus-
ter ck. The sum of the squared error between µk and 
WKH�SRLQWV�LQ�FOXVWHU�FN�LV�GH¿QHG�DV�

The goal of K-Means is to minimize the sum of the 
squared error over all K clusters,

As we can observe, we would require to get all the 
data-points in memory to start their comparison with the 
centroids of the cluster. This is plausible only in condi-
tions where the data sets are not very large (very large 
depends on the size of your RAM, processing power 
of your CPU and the time within which the answer is 
expected back). This approach does not scale well for 
two reasons – first, the complexity is pretty high – k * 
n * O (distance metric) * num (iterations), and second, 
we need a solution which can scale with very large da-
tasets (Data Files in GBs, TBs, ...). MapReduce paves 

Figure 5. K-Means representation applied on a dataset of 65 
data points (n=65) and number of clusters to be 3 (k=3). (Source 
of the dataset – [4], and representation plot produced by Wolfram 
Mathematica)

Figure 6. Single pass of K-Means on MapReduce
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way for making such a solution feasible with distribut-
ing into tasks to work on smaller chunks of data, and 
making use of a multi-node setup (distributed system). 
There can be multiple approaches to do the sequential 
approach better, or many improved ways to implement 
MapReduce version of k-means.

Distance Metrics
The k-means is typically used with the Euclidean metric 
for computing the distance between points and cluster 
centers. Other distance metrics, with which k-means is 
used are Mahalanobis distance metric, Manhattan dis-
tance, Inner Product Space, Itakura–Saito distance, 
family of Bregman distances, or any metric you define 
over the space.

MapReduce Approach
MapReduce works on keys and values, and is based 
on data partitioning. Thus, the assumption of having all 

data points in memory fails in this paradigm. We have 
to design the algorithm in such a manner that the task 
can be parallelized and doesn’t depend on other splits 
for any computation (Figure 6).

The Mappers do the distance computation and spill 
out a key-value pair – <centroid_id, datapoint>. This 
steps finds the associativity of a data point with the 
cluster.

The Reducers work with specific cluster_id and a list 
of the data points associated with it. A reducer com-
putes new means and writes to the new centroid file.

Now, based on the user’s choice, algorithm termina-
tion method works – specific number of iterations, or 
comparison with centroid in the previous iteration.

Figure 7. K-Means Algorithm. Algorithm termination method is 
user-driven

Figure 8. (a) 1100 samples generated (b) Resulting Canopies superimposed upon the sample data. Two circles, with radius T1 and T2. 
(Source: https://cwiki.apache.org/MAHOUT/canopy-clustering.html)

Figure 9. An example of four data clusters with the canopies 
superimposed. Point A was selected at random and forms a canopy 
consisting of all points within the outer (solid) threshold. (Source: [3])

https://cwiki.apache.org/MAHOUT/canopy-clustering.html
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MapReduce based K-Means implementation is also 
implemented part of Mahout [7][9] (Figure 7).

Canopy Clustering
Canopy clustering is an unsupervised clustering algo-
rithm, primarily applied as a pre-clustering algorithm 
– its output is given as input to classical clustering al-
gorithms such as k-means. Pre-clustering with canopy 
clustering helps in speeding up the clustering of actual 
clustering algorithm, which is very useful for very large 
datasets. 

Cheaply partitioning the data into overlapping subsets 
(called "canopies") Perform more expensive clustering, 
but only within these canopies (Figure 8 and Figure 9).

Algorithm
The main steps of partitioning are as follows:

Let us assume that we have a list of data points 
named X.

1. You decide two thresholds values – T1 and T2 
where T1 > T2.

2. Randomly pick 1 data point, which would represent 
the canopy centroid, from X. Let it be A.

3. Calculate distances, d, for all the other points with 
point A (see 2). If d < T1, add the point in the cano-
py. If d < T2, remove the point from X.

4. Repeat steps 2 and 3 for all the data points, until X 
is not empty.

0DKRXW� >��@�XVHV�D� WKUHH�VWHS�SURFHVV� IRU�¿QGLQJ� WKH�
canopy centroids [10]. 

��� 7KH�¿UVW�VWHS�LQYROYHV�XVLQJ�WKH�DERYH�PHWKRG�DYHU�
D�VXEVHW�RI�WKH�LQSXW�GDWD�WR�¿QG�FDQRS\�FHQWHUV��

��� 7KH�VHFRQG�VWHS�LQYROYHV�XVLQJ�0DS5HGXFH�WR�QRU-
PDOL]H� LWV� FHQWURLGV� DQG� JHW� D� ¿QDO� OLVW� RI� FDQRS\�
clusters. In the mapper, each point which is found 
to be within an existing canopy will be added to an 
internal list of Canopies. The mapper updates all of 
its Canopies and produces new canopy centroids, 
which are output, using a constant key ("centroid") 
to a single reducer <“centroid”, vector>. The reduc-
er receives all of the initial centroids and again ap-

plies the canopy measure and thresholds to pro-
GXFH�D�¿QDO�VHW�RI�FDQRS\�FHQWURLGV�ZKLFK�LV�RXWSXW�
(i.e. clustering the cluster centroids).

��� 7KH� WKLUG�VWHS� LQYROYHV�DFWXDO� FOXVWHULQJ�� VLPLODU� WR�
single pass K-Means, producing the canopies.

MinHash Clustering
It is a probabilistic clustering method which comes from 
the family of Locality Sensitive Hashing (LSH) algo-
rithms. It is generally used in a setting where clustering 
needs to be done based on the range of the dimensions 
of the data points (especially only a single dimension, 
such as in [2], where the clustering is done only on the 
basis of the news article seen by the user). The prob-
ability of a pair of data points assigned to the same 
cluster is proportional to the overlap between the set of 
items that these users have voted for (clicked-on). So 
if the overlap of the set of the items clicked is high, the 
probability of the two data-points ending up in the same 
cluster is high (‘high’ is domain specific).

Example of MinHash Clustering 
Let us assume hat we have some e-commerce website 
with a catalog of products.

��� *HW�D�UDQGRP�SHUPXWDWLRQ�RI�WKH�FDWDORJ��:H¶OO�UH-
fer it as R (Figure 10).

��� 7KH�UDQGRP�SHUPXWDWLRQ�JHQHUDWHG�LV�WKHQ�XVHG�WR�
¿QG�RXW�WKH�FOXVWHUV�RI�XVHUV��:H�WU\�WR�¿QG�FOXVWHUV�
the users belong to.
��� &KHFNLQJ�WKH�¿UVW�SURGXFW�IURP�WKH�5�FOLFNHG�E\�

the user gives you the cluster number. The clus-
ter ID is the product ID itself.

��� $V� ZH� GR� WKLV� FRPSXWDWLRQ�� ZH� WU\� WR� ¿QG� WKH�
packets of users getting associated with the 
same product number.

��� $IWHU� ZH� JHW� WKLV� QXPEHU� �WKH� +DVK��� $GG� WKLV�
information to the User Record. It can act as a 
VHSDUDWH�¿HOG��DQG�XVHG�E\�ODWHU�SURFHVVHV���$V-
suming the use of NoSQL database in this case)

��� 7KH�&OXVWHUV�FDQ�EH�PHUJHG�DIWHU�RU�EHIRUH�WKLV�
step.
��� 7R� GR� D� PHUJHG� KDVK� VHWV� FOXVWHULQJ�� ZH�

need to make sure that the number of prod-

Figure 10. Random Permutation of Catalog
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Figure 13. MinHash Clustering MapReduce work!ow. The reference range for "nding cluster is shared across mapper using distributed 
cache

Figure 12. MinHash Clustering. The example assumes a 
datastorage in a NoSQL database, such as MongoDB, in which 
ClusterID is appended as a column entry to the user

Figure 11. The mappers share a common "le (on distributed cache) 
containing the permutation of the catalog
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ucts are known beforehand and the clusters 
formed are not too big which reduce the ac-
curacy of the clusters.

��� $IWHU��0HUJLQJ�KHUH�PHDQ�WR�SXW�WKH�UHFRUGV�
into a separate collection (table) based on 
the merged values. 

Before: We can group the random permutations into ‘q’ 
JURXSV�HDUO\�LQ�WKH�¿UVW�VWHS�LWVHOI�DQG�WKHQ�KDVK�WKHP�
based on these groups. 

MapReduce Approach
As displayed in the example, for ease of understanding 
the algorithm, we are taking datapoints to be a click log-
ger entry for a user. This would contain each click entry 
for products made by the user. The representation in 
Figure 14 describes the process of clustering the users 
based on clicks.

In the map phase, mappers would take the data points 
as an input and produce a 2-tuple entry contain cluster 
id (the minimum entry in the click list, from the product 
catalog, R). The mappers share a common file (on dis-
tributed cache) containing the permutation of the cata-
log (Figure 11).

Reduce phase would not perform any processing and 
just list of the users associated with the cluster_id (Fig-
ure 12 and Figure 13).

a d v e r i s e m e n t

Conclusion
Clustering Algorithm are time-tested way to finding pat-
terns in data, and with rising volume of data, its evi-
dent that these algorithms must scale. Industry and 
Academia is already doing a lot to scale clustering al-
gorithms, by scaling it both vertically and horizontally. 
MapReduce helps in managing data partitions and par-
allel processing over these data shards. In this article, 
we saw only a handful algorithms from the vast number 
of machine learning techniques that can be molded into 
MapReduce[8][9].
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