
  

  
 
Abstract— Cluster is a collection of data members having similar 
characteristics. The process of establishing a relation or deriving 
information from raw data by performing some operations on the 
data set like clustering is known as data mining. Data collected in 
practical scenarios is more often than not completely random and 
unstructured. Hence, there is always a need for analysis of 
unstructured data sets to derive meaningful information. This is 
where unsupervised algorithms come in to picture to process 
unstructured or even semi structured data sets by resultant. 
K-Means Clustering is one such technique used to provide a 
structure to unstructured data so that valuable information can be 
extracted. This paper discusses the implementation of the 
K-Means Clustering Algorithm over a distributed environment 
using ApacheTM Hadoop.  The key to the implementation of the 
K-Means Algorithm is the design of the Mapper and Reducer 
routines which has been discussed in the later part of the paper. 
The steps involved in the execution of the K-Means Algorithm has 
also been described in this paper based on a small scale 
implementation of the K-Means Clustering Algorithm on an 
experimental setup to serve as a guide for practical 
implementations. 
  
 

Index Terms— K-Means Clustering, MapReduce , Hadoop, 
Data Mining, Distributed Computing.  
 
 

I. INTRODUCTION 

 
Any inference that delineates an argument is an outcome of 

careful analysis of a huge amount of data related to the subject. 
So to facilitate a comprehensive and definitive correlation of 
data we apply methods of data mining to group data and derive 
meaningful conclusions. Data mining thus can be defined as 
subject that discovers data relations by applying principles of 
artificial intelligence, statistics , database systems and likewise. 
In addition to just analysis this facilitates data management 

 
 

aspects, data modeling, visualization, complexity 
considerations. 

Distributed Computing is a technique aimed at solving 
computational problems mainly by sharing the computation 
over a network of interconnected systems. Each individual 
system connected on the network is called a node and the 
collection of many nodes that form a network is called a cluster.  

ApacheTM Hadoop[1] is one such open source framework that 
supports distributed computing. It came into existence from 
Google’s MapReduce and Google File Systems projects. It is a 
platform that can be used for intense data applications which are 
processed in a distributed environment. It follows a Map and 
Reduce programming paradigm where the fragmentation of 
data is the elementary step and this fragmented data is fed into 
the distributed network for processing. The processed data is 
then integrated as a whole. Hadoop[1][2][3] also provides a 
defined file system for the organization of processed data like 
the Hadoop Distributed File System. The Hadoop framework 
takes into account the node failures and is automatically 
handled by it. This makes hadoop really flexible and a versatile 
platform for data intensive applications. The answer to growing 
volumes of data that demand fast and effective retrieval of 
information lies in engendering the principles of data mining 
over a distributed environment such as Hadoop. This not only 
reduces the time required for completion of the operation but 
also reduces the individual system requirements for 
computation of large volumes of data.  

Starting from the Google File Systems[4] and MapReduce 
concept, Hadoop has taken the world of distributed computing 
to a new level with various versions of Hadoop that are now in 
existence and also under Research and Development. Few of 
which include Hive[5] , Zookeeper [6] ,Pig[7]. The 
data-intensity today in any field is growing at a brisk space 
giving rise to implementation of complex principles of Data 
Mining to derive meaningful information from the data.  

The MapReduce structure gives great flexibility and speed to 
execute a process over a distributed Framework. Unstructured 
data analysis is one of the most challenging aspects of data 
mining that involve implementation of complex algorithms. 

The Hadoop Framework is designed to compute thousands of 
petabytes of data. This is primarily done by downscaling and 
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consequent integration of data and reducing the configuration 
demands of systems participating in processing such huge 
volumes of data. The workload is shared by all the computers 
connected on the network and hence increase the efficiency and 
overall performance of the network and at the same time 
facilitating the brisk processing of voluminous data. 

This paper discusses the K-Means Algorithm design over a 
span of sections starting with the Introduction , section II deals 
with Clustering Analysis , section III talks about K- Means 
Clustering, section IV discusses the MapReduce paradigm, 
K-Means clustering using MapReduce paradigm and the 
algorithm to design the MapReduce routines  is discussed in 
section V, section VI  talks about the experimental setup, 
section VII talks about system deployment, section VII about 
Implementation of the K-Means Clustering on a distributed 
environment and section IX Concludes the paper. 

 
 

II. CLUSTER ANALYSIS 
 

Clustering basically deals with grouping of objects such that 
each group consists of similar or related objects. The main idea 
behind clustering is to maximize the intra-cluster similarities 
and minimize the inter cluster similarities. 

The data set may have objects with more than attributes. The 
classification is done by selecting the appropriate attribute and 
relate to a carefully selected reference and this is solely 
dependent on the field that concerns the user. Classification 
therefore plays a more definitive role in establishing a relation 
among the various items in semi or unstructured data set. 

Cluster analysis is a broad subject and hence there are 
abundant clustering algorithms available to group data sets. 
Very common methods of clustering involve computing 
distance, density and interval or a particular statistical 
distribution. Depending on the requirements and data sets we 
apply the appropriate clustering algorithm to extract data from 
them. 

Clustering has a broad spectrum and the methods of 
clustering on the basis of their implementation can be grouped 
into  

 
• Connectivity Technique  

Example: Hierarchical Clustering 
• Centroid Technique 

Example: K-Means Clustering 
• Distribution Technique 

Example:  Expectation Maximization 
• Density Technique 

Example: DBSCAN 
• Subspace Technique 

Example: Co-Clustering 
 

Advantages of Data Clustering 
 

•   Provides a quick and meaningful overview of data. 
•   Improves efficiency of data mining by combining data 

with similar characteristics so that a generalization can 
be derived for each cluster and hence processing is 
done batch wise rather than individually. 

•   Gives a good understanding of the unusual similarities 
that may occur once the clustering is complete. 

•   Provides a really good base for nearest neighboring 
and ordination of deeper relations. 

 

III. K-MEANS CLUSTERING 
 

K-Means Clustering is a method used to classify semi 
structured or unstructured data sets. This is one of the most 
commonly and effective methods to classify data because of its 
simplicity and ability to handle voluminous data sets. 

It accepts the number of clusters and the initial set of 
centroids as parameters. The distance of each item in the data 
set is calculated with each of the centroids of the respective 
cluster. The item is then assigned to the cluster with which the 
distance of the item is the least. The centroid of the cluster to 
which the item was assigned is recalculated. 

One of the most important and commonly used methods for 
grouping the items of a data set using K-Means Clustering is 
calculating the distance of the point from the chosen mean. This 
distance is usually the Euclidean Distance though there are 
other such distance calculating techniques in existence. This is 
the most common metric for comparison of points.  

Suppose there the two points are defined as P = (x1(P), x2(P), 
x3(P) …..) and Q = (x1(Q), x2(Q), x3(Q) …..). The distance is 
calculated by the formula given by  
 
 
 
 
 
 
 
 

The next important parameter is the cluster centroid. The 
point whose coordinates corresponds to the mean of the 
coordinates of all the points in the cluster. 

The data set may or better said will have certain items that 
may not be related to any cluster and hence cannot be classified 
under them, such points are referred to as outliers and more 
often than not correspond to the extremes of the data set 
depending on whether their values or extremely high or low. 

-The main objective of the algorithm is to obtain a minimal 
squared difference between the centroid of the cluster and the 
item in the dataset.  



  

|xi
(j) – cj|2  

 
Where xi is the value of the item and cj is the value of the 

centroid of the cluster. 
 
The Algorithm is discussed below: 
   

•    The required number of cluster must be chosen. We 
will refer to the number of clusters to be ‘K’. 

•    The next step is to choose distant and distinct 
centroids for each of the chosen set of K clusters. 

•    The third step is to consider each element of the given 
set and compare its distance to all the centroids of the 
K clusters. Based on the calculated distance the 
element is added to the cluster whose centroid is 
nearest to the element. 

•     The cluster centroids are re calculated after each 
assignment or a set of assignments. 

•     This is an iterative method and continuously updated. 

IV. MAPREDUCE PARADIGM 
 

MapReduce is a programming paradigm used for 
computation of large datasets. A standard MapReduce process 
computes terabytes or even petabytes of data on interconnected 
systems forming a cluster of nodes. MapReduce 
implementation splits the huge data into chunks that are 
independently fed to the nodes so the number and size of each 
chunk of data is dependent on the number of nodes connected to 
the network. The programmer designs a Map function that uses 
a (key,value) pair for computation. The Map function results in 
the creation of another set of data in form of (key,value) pair 
which is known as the intermediate data set. The programmer 
also designs a Reduce function that combines value elements of 
the (key,value) paired  intermediate data set having the same 
intermediate key. [10] 

Map and Reduce steps are separate and distinct and complete 
freedom is given to the programmer to design them. Each of the 
Map and Reduce steps are performed in  parallel on pairs of 
(key,value) data members. Thereby the program is segmented 
into two distinct and well defined stages namely Map and 
Reduce. The Map stage involves execution of a function on a 
given data set in the form of (key,value) and generates the 
intermediate data set. The generated intermediate data set is 
then organized for the implementation of the Reduce operation. 
Data transfer takes place between the Map and Reduce 
functions. The Reduce function compiles all the data sets 
bearing the particular key and this process is repeated for all the 
various key values. The final out put produced by the Reduce 
call is also a dataset of (key,value) pairs. An important thing to 
note is that the execution of the Reduce function is possible only 
after the Mapping process is complete. 

Each MapReduce Framework has a solo Job Tracker and 
multiple task trackers. Each node connected to the network has 

the right to behave as a slave Task Tracker. The issues like 
division of data to various nodes , task scheduling, node 
failures, task failure management, communication of nodes, 
monitoring the task progress is all taken care by the master 
node. The data used as input and output data is stored in the 
file-system. 
 

V.  K-MEANS CLUSTERING USING MAPREDUCE 
 

The first step in designing the MapReduce routines for 
K-means is to define and handle the input and output of the 
implementation. The input is given as a <key,value> pair , 
where ‘key’ is the cluster center and ‘value’ is the serializable 
implementation of vector in the data set. 

The prerequisite to implement the Map and Reduce routines 
is to have two file one that houses the clusters with their 
centroids and the other that houses the vectors to be clustered. 

Once the set of initial set of clusters and chosen centroids is 
defined and the data vectors that are to be clustered properly 
organized in two files then the clustering of data using K-Means 
clustering technique can be accomplished by following the 
algorithm to design the Map and Reduce routines for K-Means 
Clustering. 

The initial set of centers is stored in the input directory of 
HDFS prior to Map routine call and they form the ‘key’ field in 
the <key,value> pair. The instructions required to compute the 
distance between the given data set and cluster center fed as a 
<key,value> pair is coded in the Mapper routine. The Mapper is 
structured in such a way that it computes the distance between 
the vector value and each of the cluster centers mentioned in the 
cluster set and simultaneously keeping track of the cluster to 
which the given vector is closest. Once the computation of 
distances is complete the vector should be assigned to the 
nearest cluster. 

Once Mapper is invoked the given vector is assigned to the 
cluster that it is closest related to. After the assignment is done 
the centroid of that particular cluster is recalculated. The 
recalculation is done by the Reduce routine and also it 
restructures the cluster to prevent creations of clusters with 
extreme sizes i.e. cluster having too less data vectors or a cluster 
having too many data vectors. Finally, once the centroid of the 
given cluster is updated, the new set of vectors and clusters is 
re-written to the disk and is ready for the next iteration. 

 
After understanding of what the input, output and 

functionality of the Map and Reduce routines we design the 
Map and Reduce classes by following the algorithm discussed 
below.   

 
 
 



  

 
 
 

 

 

VI. EXPERIMENTAL SETUP 
 

The experimental setup consists of a three nodes sharing a 
private LAN via a managed switch. One of the Nodes is used as 
a Master which supervises the data and flow of control over all 

the other nodes in the Hadoop Cluster. The nodes used in the 
implementation are of similar configuration. All the nodes run 
on a Intel – Core 2 Duo processor. 

The cluster used for the implantation has 7 nodes connected 
over a private LAN network. All the nodes use Ubuntu 
operating system with Java JDK 7, SSH installed on them. The 
ApacheTM Hadoop bundle available on the official website was 
used to install Hadoop. The Single-Node and consequent 
Multi-Node Setup was accomplished by following the 
installation guide found at   [8][9][10]. 

 
 
 

Figure 1: Experimental Setup of 7 Nodes. 
 

VII. SYSTEM DEPLOYMENT 
 
The visual deployment of the system is depicted in Figure 2. 
The Data set is fed to the master node. The data set is along with 
the Job is distributed among the nodes in the network. The Map 
function is called for the input in form of <key,value> pair. 
Once the assignment is complete, the Reduce function 
recalculates the centroids and makes the data set ready for the 
subsequent iterations 

      
 

Figure 2: System Deployment 



  

VIII. IMPLEMENTATION OF THE K-MEANS ALGORITHM ON 
DISTRIBUTED NETWORK. 

 
The K-Means Clustering Algorithm is implemented on a 

distributed network involves the following steps: 
 

 
•    The input data vectors and the initial set of chosen 

cluster centers is stored in the input directory of the 
HDFS and creating an output directory to house the 
result of clustered data. 

•    SSH into the master node, with the input directory 
containing the vectors and clusters run the program 
that is structured on the Algorithm used to define the 
Map and Reduce routines discussed in section V of 
this paper. 

•    Based on the iterations and the value of ‘K’ the 
resultant clusters of data can be found in the output 
directory which can be echoed to the output directory 
in HDFS. 
 

 

IX. CONCLUSION AND ON GOING RESEARCH WORK 
 

The volume of information exchange in today’s world 
engages huge quantity of data processing. We through this 
paper have discussed the implementation of K-Means 
Clustering Algorithm over a distributed network. Not only 
does this algorithm provide a robust and efficient system for 
grouping of data with similar characteristics but also reduces 
the implementation costs of processing such huge volumes of 
data.  

Data Mining being one of the most important tools in 
information retrieval. The rate of information exchange today 
is growing spectacularly fast and so there arises a need of 
processing huge volume of data. To respond to this need we 
try and implement the vital algorithms used for data mining 
on a distributed or a parallel environment to reduce the 
operational resources and increase the speed of operation.  

Not matter how good anything can be there is always 
scope for improvement. Primary area of improvement in any 
algorithm is its accuracy. Research work has gone in since 
the first implementation of K-Means Algorithm in 1970’s. 
Another area of improvement particular to the K-Means 
Algorithm is the selection of initial set of centroids. These 
two areas are of primary concern beside a few secondary 
issues. One of which is reducing the number of iterations 
required to complete a task this is mainly achieved by 
choosing the right set of initial centroids[12]. Another issue 
is to improve the algorithm scalability to support processing 
of high volume datasets, parallel implementation of K-Means 
Algorithm is an area of research that is aimed at addressing 
this issue. One more important issue is handling the outliers, 

though not related these points that are difficult to cluster and 
usually that make up the extreme cases cannot be ignored and 
hence different ways of clustering these outliers is another 
research hotspot. The number of iterations required to cluster 
data can be reduced by choosing the right set of initial set of 
centroids. 
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